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DATA-DRIVEN EXTRACTION AND
COMPOSITION OF SECONDARY
DYNAMICS IN FACIAL PERFORMANCE
CAPTURE

BACKGROUND

Field of the Various Embodiments

[0001] The various embodiments relate generally to com-
puter science and computer animation and, more specifi-
cally, to data-driven extraction and composition of second-
ary dynamics in facial performance capture.

Description of the Related Art

[0002] Certain types of computer animation pipelines
include a motion capture phase and a digital rendering
phase. During the motion capture phase, a human performer
enacts a performance within a motion capture environment.
The motion capture environment typically includes multiple
video cameras that are positioned at different angles relative
to the performer and are configured to capture three-dimen-
sional (3D) motion capture data as the performer enacts the
performance. Subsequently, during the digital rendering
phase, digital rendering techniques are used to process the
3D motion capture data to generate a 3D geometric model of
the performer enacting the performance. A computer ani-
mation of the performance is then rendered based on the 3D
geometric model.

[0003] Computer animation pipelines also can be imple-
mented to generate computer animations representing the
faces of digital characters exhibiting various facial expres-
sions. For example, the motion capture phase of a computer
animation pipeline could be implemented to generate 3D
motion capture data representing a performer enacting a
sequence of facial expressions during a performance. Sub-
sequently, the digital rendering phase of the computer ani-
mation pipeline could be implemented to generate a 3D
geometric model of the performer enacting the sequence of
facial expressions. A computer animation of the sequence of
facial expression could then be rendered based on the 3D
geometric model. However, certain technical problems can
arise when generating computer animations of facial expres-
sions using 3D motion capture data.

[0004] In particular, during a given performance, the facial
expressions of a performer usually include both primary
dynamics that are derived from the performer enacting a
given facial expression and secondary dynamics that are
derived from one or more external forces. For example,
suppose a performer smiles while jumping up and down on
the ground. The facial expression of the performer would
include primary dynamics associated with the act of smiling,
but also would include secondary dynamics caused by the
impact of the performer with the ground. In this example, the
face of the performer could appear to jiggle upon each
impact with the ground. When facial expressions include
both primary and secondary dynamics, a computer anima-
tion of those facial expressions also includes the primary and
secondary dynamics. In many situations, though, the sec-
ondary dynamics disrupt how realistically computer anima-
tions represent facial expressions. Accordingly, various
techniques have been developed to mitigate secondary
dynamics in computer animations.
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[0005] One approach to mitigating secondary dynamics in
a computer animation is to create a kinetic model of the face
of a performer and subsequently use the kinetic model to
simulate the secondary dynamics that arise during a given
performance. Based on the resulting kinematic model, the
secondary dynamics can then be removed from the facial
expressions of the performer in the computer animation of
the performance. Notably, however, kinetic models of
human faces are usually quite inaccurate due to the large
number of different interconnected tissues present in a
typical human face and the large variances in material
properties of those tissues. Further, viewers are typically
visually sensitive to human faces and, therefore, can easily
discern unrealistic computer animations of human faces.
Consequently, even the most accurate kinetic models of
human faces usually are not accurate enough to create
computer animations of facial expressions that appear real-
istic to most viewers.

[0006] As the foregoing illustrates, what is needed in the
art are more effective techniques for removing secondary
dynamics from facial expressions in computer animations.

SUMMARY

[0007] Various embodiments include a computer-imple-
mented method for generating computer animations of facial
expressions, including generating a first geometric model of
a first facial expression made by a performer during a
performance, wherein the first geometric model includes a
first level of secondary dynamics, generating a first set of
values that correspond to one or more non-rigid portions of
a facial area associated with the performer based on a second
set of values that correspond to one or more rigid portions
of the facial area, correcting the first geometric model based
on the first set of values to generate a second geometric
model that includes a second level of secondary dynamics,
and generating a computer animation that is based on the
second geometric model and depicts the first facial expres-
sion having the second level of secondary dynamics.

[0008] At least one technical advantage of the disclosed
techniques relative to the prior art is that the disclosed
techniques enable the secondary dynamics associated with
the facial expressions made by a performer during a perfor-
mance to be accurately predicted. Accordingly, the second-
ary dynamics can be reduced or eliminated in a computer
animation of those facial expressions in a more accurate
manner relative to prior art approaches, thus resulting in an
overall more realistic looking computer animation.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] So that the manner in which the above recited
features of the various embodiments can be understood in
detail, a more particular description of the inventive con-
cepts, briefly summarized above, may be had by reference to
various embodiments, some of which are illustrated in the
appended drawings. It is to be noted, however, that the
appended drawings illustrate only typical embodiments of
the inventive concepts and are therefore not to be considered
limiting of scope in any way, and that there are other equally
effective embodiments.

[0010] FIG. 1 illustrates a system configured to implement
one or more aspects of the various embodiments;



US 2021/0166458 Al

[0011] FIGS. 2A-2B set forth more detailed illustrations of
the modeling engine of FIG. 1, according to various embodi-
ments;

[0012] FIG. 3 illustrates how the modeling engine of FIG.
1 generates a prediction model for predicting secondary
dynamics, according to various embodiments;

[0013] FIG. 4 sets forth a flow diagram of method steps for
generating a prediction model for predicting secondary
dynamics in facial expressions, according to various
embodiments; and

[0014] FIG. 5 sets forth a flow diagram of method steps for
removing secondary dynamics from facial expressions in
computer animations, according to various embodiments.

DETAILED DESCRIPTION

[0015] In the following description, numerous specific
details are set forth to provide a more thorough understand-
ing of the various embodiments. However, it will be appar-
ent to one skilled in the art that the inventive concepts may
be practiced without one or more of these specific details.
[0016] As noted above, during a given performance, the
facial expressions of a performer typically include both
primary and secondary dynamics, thereby causing a com-
puter animation generated based on the given performance
to also include both primary and secondary dynamics. In
many situations, though, the secondary dynamics interfere
with the primary dynamics and disrupt how realistically the
computer animation can represent specific facial expres-
sions. As such, certain techniques have been developed to
mitigate secondary dynamics in computer animations.
[0017] In particular, kinetic models have been developed
to represent the faces of performers in order to simulate
secondary dynamics that occur during performances. How-
ever, kinetic models are usually inaccurate due to the large
number of different interconnected tissues present in the
typical human face and large variances in material properties
of'those tissues. To compound this issue, viewers are usually
visually sensitive to human faces and can therefore easily
discern unrealistic computer animations of human faces.
Consequently, even the most accurate kinetic models of
human faces usually are not accurate enough to create
computer animations of facial expressions that appear real-
istic to most viewers.

[0018] To address these issues, various embodiments
include a modeling engine that generates a prediction model
configured to quantify and predict secondary dynamics
associated with a performer enacting a performance. Via a
motion capture environment, the modeling engine captures
performance data that reflects the performer enacting the
performance. The modeling engine processes the perfor-
mance data to construct a set of geometric representations.
[0019] The set of geometric representations generally rep-
resents the face of the performer enacting different facial
expressions during the performance under a range of loading
conditions designed to induce secondary dynamics of dif-
ferent magnitudes. A given loading condition could be, for
example, a forced oscillation that is physically imparted to
the performer. The set of geometric representations also
represents the face of the performer enacting the different
facial expressions in the absence of any specific loading
conditions. For a given facial expression and specific load-
ing condition, the modeling engine analyzes a corresponding
geometric representation to identify a set of rigid points that
correspond to skeletal regions of the performer. The mod-
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eling engine tracks the positions of these rigid points over
time to generate a velocity history for each rigid point. The
modeling engine also analyzes the geometric representation
to identify a set of non-rigid points that correspond to
non-skeletal regions of the performer, including soft tissue
areas that exhibit secondary dynamics when the performer
enacts the given facial expression under the loading condi-
tion. The modeling engine compares the positions of the
non-rigid points during the specific loading condition to
corresponding positions of those non-rigid points in the
absence of the specific loading condition, thereby generating
a set of delta values. The delta value associated with a given
non-rigid point is derived from secondary dynamics induced
by the loading condition.

[0020] Based on the velocity history generated for the set
of rigid points and the delta values generated for the set of
non-rigid points, the modeling engine trains an expression
model to generate the set of delta values based on the
velocity history. In practice, the expression model includes
a different support vector regressor for each X, Y, and Z
dimension associated with each non-rigid point, although
any technically feasible type of Machine Learning model
can also be implemented.

[0021] The modeling engine repeats the above techniques
for one or more facial expressions under one or more
different loading conditions to generate a different expres-
sion model for each facial expression. For a given facial
expression, a given expression model can predict the sec-
ondary dynamics associated with the corresponding non-
rigid points based on velocity histories of the associated
rigid points.

[0022] The modeling engine computes a weighted sum of
the different expression models to generate the prediction
model. In doing so, the modeling engine generates a set of
blendshapes that can represent some or all of the geometric
representations (or any combination thereof). The modeling
engine assigns a weight to each blendshape to produce a set
of blendshape weights. The modeling engine maps the set of
blendshape weights to a set of expression model weights and
then computes the weighted sum of the different expression
models using the set of expression model weights. The
resultant prediction model is broadly applicable across a
range of expressions that includes, but is not limited to, the
specific expressions associated with the performance. The
prediction model can be used to predict and remove sec-
ondary dynamics from a given geometric representation of
a performance or generate and add secondary dynamics to a
given geometric representation of a performance.

[0023] At least one technical advantage of the disclosed
techniques relative to the prior art is that the disclosed
techniques enable the secondary dynamics associated with
the facial expressions made by a performer during a perfor-
mance to be accurately predicted. Accordingly, the second-
ary dynamics can be reduced or eliminated in a computer
animation of those facial expressions in a more accurate
manner relative to prior art approaches, thus resulting in an
overall more realistic looking computer animation. These
technical advantages represent one or more technological
advancements over prior art approaches.

System Overview

[0024] FIG. 1 illustrates a system configured to implement
one or more aspects of the various embodiments. As shown,
a system 100 includes a computing device 110 and a motion



US 2021/0166458 Al

capture environment 130. Computing device 110 may be
any technically feasible type of computer system, including
a desktop computer, a laptop computer, a mobile device, a
virtualized instance of a computing device, a distributed
and/or cloud-based computer system, and so forth. Motion
capture environment 130 may be any technically feasible
setup for capturing and/or recording the physical motions of
one or more subjects, including a film studio, a motion
capture studio, a chroma key compositing screen, and so
forth.

[0025] Computing device 110 includes a processor 112,
input/output (1/0) devices 114, and a memory 116, coupled
together. Processor 112 includes any technically feasible set
of hardware units configured to process data and execute
software applications. For example, processor 112 could
include one or more central processing units (CPUs) or one
or more graphics processing units (GPUs). [/O devices 114
include any technically feasible set of devices configured to
perform input and/or output operations, including, for
example, a display device, a keyboard, a mouse, or a
touchscreen, among others. Memory 116 includes any tech-
nically feasible storage media configured to store data and
software applications, such as, for example, a hard disk, a
random-access memory (RAM) module, and a read-only
memory (ROM). Memory 116 includes a modeling engine
118 and a prediction model 120, described in greater detail
below.

[0026] Motion capture environment 130 includes capture
devices 136 that implement one or more motion capture
operations relative to a set of facial expressions enacted by
a performer 132 during a performance. In one embodiment,
motion capture environment 130 may include an actuator
134 on which performer 132 stands during the performance.
Actuator 134 may impart oscillatory loads to performer 132
in order to simulate different loading conditions. Each
loading condition may induce different secondary dynamics
in the face of performer 132 during the performance. Per-
former 132 can also be subject to various other types of
loading conditions and/or actuation that induces secondary
dynamics during the performance. Performer 132 may also
perform various actions that cause secondary dynamics to
occur, such as moving, jumping, and so forth within motion
capture environment 130. Capture devices 136 are config-
ured to record motion capture data 138 and to transmit
motion capture data 138 to modeling engine 118. Motion
capture data 138 includes high resolution 3D optical data
that depicts the face of performer 132 over a time interval.
Performance data 138 includes training data 140 that depicts
performer 132 enacting the set of facial expressions. Train-
ing data 140 is used to train modeling engine 118, as
described below in conjunction with FIG. 2A. Motion
capture data 138 also includes performance data 142 that is
processed by modeling engine 118, once training is com-
plete, to remove secondary dynamics, as described below in
conjunction with FIG. 2B.

[0027] In embodiments where actuator 134 is imple-
mented, modeling engine 118 commands actuator 134 to
actuate performer 132 across a range of oscillation speeds
between a zero actuation speed and a maximum actuation
speed while performer 132 enacts each different facial
expression. For a given facial expression, modeling engine
118 captures training data 140 that represents a range of
potential secondary dynamics that can occur during enact-
ment of the given facial expression. At zero actuation speed,
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training data 140 indicates a baseline facial expression that
can be used for comparison purposes in order to quantify the
effects of higher actuation speeds.

[0028] Modeling engine 118 is configured to analyze
training data 140 in order to generate prediction model 120.
Prediction model 120 is a data-driven model that can be used
to predict the secondary dynamics that should occur within
the face of performer 132 under various conditions. Mod-
eling engine 118 generates prediction model 120 by training
a set of Machine Learning models to map skeletal dynamics
of performer 132 to soft tissue dynamics of performer 132
based on training data 140. Prediction model 120 can be
used to remove secondary dynamics from a geometrical
representation of the face of performer 132 derived from
performance data 142 in order to facilitate the rendering of
more realistic computer animations. Prediction model 120
can also be used to add secondary dynamics into the
geometrical representation of the face of performer 132, as
needed, in order to facilitate the rendering of more realistic
computer animations. Modeling engine 118 is described in
greater detail below in conjunction with FIGS. 2A-2B.

Software Overview

[0029] FIGS. 2A-2B set forth a more detailed illustration
of the modeling engine of FIG. 1, according to various
embodiments. Various data and modules that modeling
engine 118 implements during a training phase of operation
are shown in FIG. 2A, while various data and modules that
modeling engine 118 implements during a prediction phase
of operation are shown in FIG. 2B.

[0030] As shown in FIG. 2A, modeling engine 118
includes a geometry modeler 200, a rigid point generator
210, a velocity history generator 220, a non-rigid point
generator 230, a delta value generator 240, a training engine
250, and a model compositing engine 260.

[0031] During a training phase of operation, geometry
modeler 200 obtains training data 140 from motion capture
environment 130 of FIG. 1. Training data 140 includes 3D
motion capture data representing one or more facial expres-
sions that performer 132 enacts during a training phase of
operation. Training data 140 can be divided into different
portions, where each portion includes 3D motion capture
data recorded while performer 132 enacts a specific facial
expression under a range of loading conditions. Geometry
modeler 200 is configured to process training data 140 to
generate one or more geometric models 202 corresponding
to each of the different facial expressions. For a given facial
expression, geometry modeler 200 generates a default geo-
metric model 202 that represents the performer 132 enacting
the given facial expression without actuation. Geometry
modeler 200 also generates at least one other geometric
model 202 for the given facial expression that represents the
performer 132 enacting the given facial expression with
actuation. Each geometric model 202 generally includes a
3D representation of the face of performer 132 over time and
could include, for example, a time-varying triangulated
mesh, a 3D point cloud, and so forth.

[0032] Rigid point generator 210 analyzes the different
geometric models 202 associated with a given facial expres-
sion to generate rigid points 212. Rigid points 212 include
a set of 3D locations on the surfaces of those geometric
models 202 that correspond to rigid portions of the face of
performer 132, including the underlying bone and/or skull of
performer 132. A given portion of the face of performer 132



US 2021/0166458 Al

can be determined to be rigid when that portion moves in
synchrony with the head of performer 132, but does not
move significantly (e.g., less than a threshold level of
movement) when performer 132 enacts different facial
expressions. Typically, these rigid portions correspond to
skull regions of performer 132.

[0033] Velocity history generator 220 processes rigid
points 212 to generate velocity history 222. Velocity history
222 indicates, for any given rigid point 212, the velocity of
the given rigid point 212 at each time over a time interval via
a 3D velocity vector. Velocity history generator 220 gener-
ates velocity history 222 by tracking the positions of each
rigid point 212 over a sequence of times, computing the
velocities of each rigid point 212 between adjacent times,
and collecting some or all of those velocities.

[0034] In conjunction with or in parallel with rigid point
generator 210 generating rigid points 212, non-rigid point
generator 230 analyzes the different geometric models 202
associated with a given facial expression to generate non-
rigid points 232. Non-rigid points 232 include a set of 3D
locations on the surfaces of one or more geometric models
202 that correspond to non-rigid portions of the face of
performer 132. A given portion of the face of performer 132
is determined to be non-rigid when that portion does not
necessarily move in synchrony with the head of performer
132, but does move significantly (e.g., greater than a thresh-
old level of movement) when performer 132 enacts different
facial expressions. The non-rigid portions of performer 132
usually correspond to soft tissue regions of performer 132,
such as the cheek or mouth areas, eyeballs and/or eyelids,
and so forth.

[0035] Delta value generator 240 processes non-rigid
points 232 to generate delta values 242. Delta values 242
indicate, for any given non-rigid point 232, how the 3D
position of the non-rigid point 232 changes between a
default geometric model 202 generated in the absence of
actuation and one or more other geometric models 202
generated in the presence of actuation. As such, delta values
242 quantify the effects of secondary dynamics on the
non-rigid portions of the face of performer 132. In one
embodiment, delta value generator 240 generates a separate
set of delta values for each frame of data included in motion
capture data 138.

[0036] Training engine 250 performs a Machine Learning
training operation based on velocity history 222 and delta
values 242 to generate one or more expression models 252.
A given expression model 252 generally corresponds to a
specific facial expression and can be used to predict delta
values 242 associated with that facial expression based on a
corresponding velocity history 222. Each expression model
252 can quantify the level of secondary dynamics associated
with non-rigid points 232 and, correspondingly, the non-
rigid portions of the face of performer 132. In practice, the
number of non-rigid points 232 exceeds the number of rigid
points 212. As such, a given expression model 252 can be
configured to predict multiple delta values 242 based on the
velocity history 222 associated with at least one rigid point
212. In one embodiment, each expression model 252 may be
a Machine Learning model that includes a different support
vector regressor for each X, Y, and Z dimension associated
with any given non-rigid point 232 and/or corresponding
delta value 242. A given support vector regressor, once
trained, may predict an X, Y, or Z component of the
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corresponding delta value 242 based on a particular X, Y, or
Z component of a corresponding velocity history 222.
[0037] Compositing engine 260 computes a weighted
combination of the various expression models 252 based on
a blendshape model 262 to generate prediction model 120.
Compositing engine 260 generates blendshape model 262
based on geometric models 202 in order to represent those
geometric models 202 (or a combination thereof) using a set
of blendshapes and corresponding blendshape weights. The
set of blendshapes may include region-based blendshapes.
Compositing engine 260 may implement any technically
feasible approach when generating blendshape model 262,
including conventional techniques for generating blend-
shapes and blendshape weights. Compositing engine 260
can use the blendshape weights directly to compute the
weighted combination of expression models 252 when gen-
erating prediction model 120. However, this approach can
lead to various inaccuracies. Thus, in practice, compositing
engine 260 maps the blendshape weights to a set of expres-
sion model weights which are then used to compute the
weighted combination. In one embodiment, compositing
engine 260 may map the blendshape weights to expression
model weights by constraining the blendshape weights and
undetermined expression model weights to covariant sub-
spaces using a set of transformation matrices, and then
optimizing a cost function of these transformation matrices
to derive values for the expression weights.

[0038] Prediction model 120 can predict secondary
dynamics associated with a range of different facial expres-
sions under a range of different conditions, thereby provid-
ing a robust mechanism for determining secondary dynam-
ics that can be applied to both remove secondary dynamics
where undesirable and add secondary dynamics when
needed, as also discussed below in conjunction with FIG.
2B.

[0039] As shown in FIG. 2B, during a prediction phase of
operation, geometry modeler 200 obtains performance data
142 that is captured while performer 132 enacts one or more
facial expressions. The one or more facial expressions may
include secondary dynamics that need modification. Based
on performance data 142, geometry modeler 200 generates
a geometric model 204 that includes a 3D representation of
performer 132 enacting the one or more facial expressions
over time. Rigid point generator 210 generates rigid points
214 based on geometric model 204 to track rigid and/or skull
portions of performer 132 over time. Velocity history gen-
erator 220 generates velocity history 224 in like fashion as
described above in conjunction with FIG. 2A. Accordingly,
velocity history 224 reflects the velocity of a given rigid
point 214 at each time over a time interval. Based on
velocity history 224, prediction model 120 generates pre-
dicted delta values 244. Predicted delta values 244 quantify
the level of secondary dynamics within the one or more
facial expressions. Based on predicted delta values 244,
prediction model 120 can modify geometric model 204 to
generate geometric model 206. Geometric model 206 may
include reduced secondary dynamics. Prediction model 120
can also be used to add secondary dynamics into geometric
model 204 as needed.

Exemplary Generation of a Prediction Model

[0040] FIG. 3 illustrates how the modeling engine of FIG.
1 generates a prediction model for predicting secondary
dynamics, according to various embodiments. As shown,
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modeling engine 118 initially generates a set of geometric
models 202 that represent the different facial expressions
performer 132 enacts during a performance. A given geo-
metric model 202 can be a triangulated mesh or other type
of 3D geometry configured to represent a time-varying 3D
surface. Modeling engine 118 generates a default geometric
model 202 for any given facial expression as well as one or
more additional geometry models 202 that represent the
given facial expression when performs 132 is subject to
actuations that induce secondary dynamics.

[0041] Based on a given geometric model 202, modeling
engine 118 generates a corresponding set of rigid points 212.
As is shown, a set of rigid points 212 is sparsely distributed
across a corresponding geometric model 202. Each rigid
point 212 resides at a location that corresponds to rigid
portions of the face of performer 132, such as skeletal
regions or regions of the face of performer 132 that do not
exhibit a high degree of secondary dynamics. In one
embodiment, modeling engine 118 may determine rigid
points 212 by selecting one or more vertices of a given
geometric model 212. In another embodiment, modeling
engine 118 may determine rigid points 212 by identifying
specific facial features associated with a given geometric
model 202 and then generating each rigid point 212 to reside
at a specific location relative to the identified facial features.
Modeling engine 118 is configured to generate velocity
history 222 for any given set of rigid points 212 by tracking
the position of those rigid points over time, as discussed
above in conjunction with FIG. 2.

[0042] Based on geometric models 202, modeling engine
118 also generates non-rigid points 232. As is shown, a set
of non-rigid points 232 is densely distributed across a
corresponding geometric model 202. Each non-rigid point
232 resides at a location that corresponds to non-rigid
portions of the face of performer 132, such as regions of
facial tissue that are soft and/or flexible and can exhibit
secondary dynamics. The term “facial tissue” generally
refers to fat, musculature, and other tissues associated with
the face. In one embodiment, modeling engine 118 may
determine non-rigid points 232 by selecting one or more
vertices of a given geometric model 202. In another embodi-
ment, modeling engine 118 may determine non-rigid points
232 by interpolating a set of positions between adjacent rigid
points 212. Modeling engine 118 is configured to generate
delta values 242 for a set of non-rigid points 232 associated
with a geometric model 202 based on a comparison with a
set of non-rigid points 232 generated for a default geometric
model 202, as discussed above in conjunction with FIG. 2.

[0043] Modeling engine 118 trains a plurality of expres-
sion models 252 to predict the delta values 242 associated
with a set of non-rigid points 232 based on the velocity
history 222 associated with a given rigid point 212. Because
the number of non-rigid points 232 exceeds the number of
rigid points 212, modeling engine 118 groups together
different subsets of non-rigid points 232 and assigns each
subset of non-rigid points 232 to be predicted based on a
different rigid point 212. In addition, for any given non-rigid
point 232, modeling engine 118 can train a different expres-
sion model 252 to predict the delta value 242 for a given X,
Y, or Z dimension. As such, modeling engine 118 can train
three different expression models 252 to predict the three
different dimensions for any given delta value 242. Once
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trained in this manner, expression models 252 can collec-
tively predict the secondary dynamics associated with a
given facial expression.

[0044] Modeling engine 118 combines the different
expression models 252 in order to generate prediction model
120. In one embodiment, modeling engine 118 may combine
two expression models 252 by combining the outputs of
those two expression models. Prediction model 120 is con-
figured to predict secondary dynamics across a range of
combinations of facial expressions. Modeling engine 118
computes a weighted sum of each expression model 252
based on a set of blend shape weights computed for one or
more geometric models 202, as described above in conjunc-
tion with FIG. 2. In one embodiment, modeling engine 118
may generate a plurality of different facial regions in the
manner shown, and then compute a different weighted
combination of expression models 252 for each different
facial region.

Procedure for Generating a Prediction Model

[0045] FIG. 4 sets forth a flow diagram of method steps for
generating a prediction model to remove secondary dynam-
ics from facial expressions in computer animations, accord-
ing to various embodiments. Although the method steps are
described in conjunction with the systems of FIGS. 1-3,
persons skilled in the art will understand that any system
configured to perform the method steps in any order falls
within the scope of the present embodiments. Any one or
more of the steps set forth below can be repeated for any
different performer 132, any different facial expression
enacted by a given performer 132, or any different geometric
model associated with a given performer 132.

[0046] As shown, a method 400 begins at step 402, where
capture devices 136 within motion capture environment 130
generate training data 140 that reflects performer 132 enact-
ing a set of facial expressions under a range of conditions.
Motion capture environment 130 includes one or more
capture devices 136 that are configured to generate motion
capture data 138, which includes training data 140. Motion
capture data 138 includes 3D video or other types of motion
capture data.

[0047] At step 404, geometry modeler 200 within model-
ing engine 118 generates a geometric model 202 based on a
portion of training data 140 associated with a specific facial
expression captured at step 402. The geometric model 202
includes 3D geometry that represents the face of performer
132 while performer 132 enacts the specific facial expres-
sion while subject to one or more loading conditions. In one
embodiment, actuator 134 may be configured to impart
oscillatory forces to performer 132 in order to induce
secondary dynamics in the face of performer 132.

[0048] At step 406, rigid point generator 210 within mod-
eling engine 118 generates a set of rigid points 212 based on
the geometric model 202 generated at step 404. Rigid points
212 generally correspond to rigid portions of the face of
performer 132, including skeletal regions, skull regions, and
other areas where significant secondary dynamics do not
occur. In one embodiment, rigid point generator may gen-
erate rigid points 212 based on a set of facial features
identified within the geometric model 202.

[0049] At step 408, velocity history generator 220 within
modeling engine 118 generates a velocity history 222 for the
set of rigid points based on the geometric model 202. The
velocity history 222 indicates the time-varying velocities of
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rigid points 212. Velocity history generator 220 generates
the velocity history 222 by determining differences in the
positions of rigid points 212 over a time interval. A given
velocity can be expressed as a 3D vector that includes, for
example, X, Y, and Z components.

[0050] At step 410, non-rigid point generator 230 within
modeling engine 118 generates a set of non-rigid points 232
based on the geometric model 202. Non-rigid points 232
generally correspond to flexible portions of the face of
performer 132, including soft tissue regions and other areas
where secondary dynamics can occur. In one embodiment,
non-rigid point generator 230 may generate non-rigid points
232 based on rigid points 212. Steps 410 and/or 412 can
occur before, at the same time as, or after steps 406 and/or
408, provided that step 412 occurs after step 410 and step
408 occurs after step 406.

[0051] At step 412, delta value generator 240 within
modeling engine 118 generates a set of delta values 242
based on the set of non-rigid points 232 and a default
geometric model 202 associated with the specific facial
expression. The default geometric model 202 is generated to
represent the face of performer 132 when performer 132
enacts the specific facial expression in the absence of any
loading conditions. A given delta value 242 generally quan-
tifies the degree of secondary dynamics associated with any
given non-rigid point 232. In one embodiment, the default
geometric model 202 may be generated based on an average
of the performance during which performer 132 enacts a
given facial expression. Any given geometric model can be
computed within the same referential or stabilized space.
[0052] At step 414, machine learning engine 250 within
modeling engine 118 quantifies secondary dynamics within
the geometric model 202 based on the velocity history 222
and the set of delta values 242 using a first expression model
252. The first expression model 252 includes one or more
Machine Learning models, such as support vector regres-
sors, among others, that are trained to transform a velocity
history 222 into a set of delta values 242. In one embodi-
ment, a given expression model 252 may correspond to a
particular dimension associated with a given delta value
242.

[0053] At step 416, model compositing engine 260 within
modeling engine 118 combines the first expression model
252 with one or more additional expression models 252
based on a set of blendshape weights to generate a prediction
model 120. Compositing engine 260 generates the set of
blendshape weights based on the performance data. The set
of blendshape weights can be generated using any techni-
cally feasible approach. Compositing engine 260 may gen-
erate a different set of blendshape weights for each different
facial region. Compositing engine 260 maps the set of
blendshape weights to a set of expression model weights and
then combines one or more expression models 252 based on
the set of expression model weights. Compositing engine
260 may perform step 418 separately for one or more
different facial regions to generate prediction model 120.
[0054] FIG. 5 sets forth a flow diagram of method steps for
removing secondary dynamics from facial expressions in
computer animations, according to various embodiments.
Although the method steps are described in conjunction with
the systems of FIGS. 1-3, persons skilled in the art will
understand that any system configured to perform the
method steps in any order falls within the scope of the
present embodiments.
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[0055] As shown, a method 500 begins at step 502, where
capture devices 136 within motion capture environment 130
generate performance data 142 that reflects performer 132
enacting one or more facial expressions during a perfor-
mance. Performer 132 may be subject to various types of
loading conditions that can induce secondary dynamics in
the one or more facial expressions.

[0056] At step 504, geometry modeler 200 within model-
ing engine 118 generates a geometric model 204 that
includes 3D geometry representing the face of performer
132 while performer 132 enacts one or more facial expres-
sions. Geometric model 204 may include a triangulated
mesh, a 3D point cloud, or any other technically feasible 3D
representation.

[0057] At step 506, rigid point generator 210 within mod-
eling engine 118 generates a set of rigid points 214 based on
the geometric model 204 generated at step 504. Rigid points
214 generally correspond to rigid portions of the face of
performer 132, including skeletal regions, skull regions, and
other areas where significant secondary dynamics do not
occur. In one embodiment, rigid point generator may gen-
erate rigid points 214 based on a set of facial features
identified within the geometric model 204.

[0058] At step 508, velocity history generator 220 within
modeling engine 118 generates a velocity history 224 for the
set of rigid points based on geometric model 204. The
velocity history 224 indicates the time-varying velocities of
rigid points 214. Velocity history generator 220 generates
the velocity history 224 by determining differences in the
positions of rigid points 214 over a time interval, in like
fashion as described above in conjunction with step 408 of
the method 400.

[0059] At step 510, prediction model 120 generates a set
of predicted delta values 244 based on the velocity history
224 generated at step 508. Prediction model 120 can be
generated by implementing the method 400 described above
in conjunction with FIG. 4. Predicted delta values 244
quantify the level of secondary dynamics present in geo-
metrical model 204 and can be used to remove those
secondary dynamics.

[0060] At step 512, modeling engine 118 modifies geo-
metric model 204 using the set of predicted delta values 244
generated at step 510 to generate a computer animation with
reduced secondary dynamics. In one embodiment, modeling
engine 118 may generate secondary dynamics using predic-
tion model 120 and then incorporate those secondary
dynamics into geometric model 204.

[0061] In sum, a modeling engine generates a prediction
model configured to quantify and predict secondary dynam-
ics associated with a performer enacting a performance. The
modeling engine generates a set of geometric representa-
tions that represents the face of the performer enacting
different facial expressions under a range of loading condi-
tions. For a given facial expression and specific loading
condition, the modeling engine analyzes a corresponding
geometric representation to identify a set of rigid points that
correspond to skeletal regions of the performer. The mod-
eling engine tracks the positions of these rigid points over
time to generate a velocity history for each rigid point. The
modeling engine also analyzes the geometric representation
to identify a set of non-rigid points that correspond to
non-skeletal regions of the performer. The modeling engine
compares the positions of the non-rigid points during the
specific loading condition to corresponding positions of
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those non-rigid points in the absence of the specific loading
condition to generate a set of delta values. Based on the
velocity history generated and delta values, the modeling
engine trains an expression model to generate the set of delta
values based on the velocity history. The modeling engine
repeats these techniques for each facial expression under one
or more different loading conditions to generate a different
expression model for each facial expression. The modeling
engine combines these expression models to generate a
prediction model that is broadly applicable across a range of
expressions. The prediction model can be used to predict and
remove secondary dynamics from a given geometric repre-
sentation of a performance or generate and add secondary
dynamics to a given geometric representation of a perfor-
mance.

[0062] At least one technical advantage of the disclosed
techniques relative to the prior art is that the disclosed
techniques enable the secondary dynamics associated with
the facial expressions made by a performer during a perfor-
mance to be accurately predicted. Accordingly, the second-
ary dynamics can be reduced or eliminated in a computer
animation of those facial expressions in a more accurate
manner relative to prior art approaches, thus resulting in an
overall more realistic looking computer animation. These
technical advantages represent one or more technological
advancements over prior art approaches.

[0063] 1. Some embodiments include a computer-imple-
mented method for generating computer animations of facial
expressions, the method comprising generating a first geo-
metric model of a first facial expression made by a performer
during a performance, wherein the first geometric model
includes a first level of secondary dynamics, generating a
first set of values that correspond to one or more non-rigid
portions of a facial area associated with the performer based
on a second set of values that correspond to one or more
rigid portions of the facial area, correcting the first geometric
model based on the first set of values to generate a second
geometric model that includes a second level of secondary
dynamics, and generating a computer animation that is
based on the second geometric model and depicts the first
facial expression having the second level of secondary
dynamics.

[0064] 2. The computer-implemented method of clause 1,
further comprising generating motion capture data when the
performer enacts the first facial expression in a motion
capture environment, wherein the first geometric model is
generated based on the motion capture data.

[0065] 3. The computer-implemented method of any of
clauses 1-2, further comprising determining a set of loca-
tions corresponding to one or more regions of a skull of the
performer, and generating the second set of values based on
the set of locations.

[0066] 4. The computer-implemented method of any of
clauses 1-3, further comprising determining a set of loca-
tions corresponding to one or more regions of facial tissue
of the performer, and generating the first set of values based
on the set of locations.

[0067] 5. The computer-implemented method of any of
clauses 1-4, wherein a first machine learning model is
trained to generate values that correspond to the one or more
non-rigid portions of the facial area based on a plurality of
velocities associated with the one or more non-rigid portions
of the facial area over a time interval.
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[0068] 6. The computer-implemented method of any of
clauses 1-5, wherein correcting the first geometric model
comprises modifying a position of at least one vertex
included in the first geometric model based on a correspond-
ing value included in the first set of values.

[0069] 7. The computer-implemented method of any of
clauses 1-6, further comprising compositing a first machine
learning model associated with the first facial expression
with a second machine learning model associated with a
second facial expression to generate a prediction model that
quantifies different secondary dynamics for different facial
expressions.

[0070] 8. The computer-implemented method of any of
clauses 1-7, wherein compositing the first machine learning
model with the second machine learning model comprises
computing a weighted sum of a first output generated by the
first machine learning model and a second output generated
by the second machine learning model based on a first set of
weights.

[0071] 9. The computer-implemented method of any of
clauses 1-8, wherein compositing the first machine learning
model with the second machine learning model comprises
generating a set of blendshapes corresponding to the second
geometric model, generating a set of blendshape weights
corresponding to the set of blendshapes, and computing a
weighted sum of a first output of the first machine learning
model and a second output of the second machine learning
model based on the set of blendshape weights.

[0072] 10. The computer-implemented method of any of
clauses 1-9, wherein the first geometric model comprises a
triangulated mesh of three-dimensional vertices or a three-
dimensional point cloud.

[0073] 11. Some embodiments include a non-transitory
computer-readable medium storing program instructions
that, when executed by a processor, cause the processor to
generate computer animations of facial expressions by per-
forming the steps of generating a first geometric model of a
first facial expression made by a performer during a perfor-
mance, wherein the first geometric model includes a first
level of secondary dynamics, generating a first set of values
that correspond to one or more non-rigid portions of a facial
area associated with the performer based on a second set of
values that correspond to one or more rigid portions of the
facial area, correcting the first geometric model based on the
first set of values to generate a second geometric model that
includes a second level of secondary dynamics, and gener-
ating a computer animation that is based on the second
geometric model and depicts the first facial expression
having the second level of secondary dynamics.

[0074] 12. The non-transitory computer-readable medium
of clause 11, further comprising the steps of capturing
motion capture data when the performer enacts the first
facial expression in a motion capture environment, wherein
the first geometric model is generated based on the motion
capture data.

[0075] 13. The non-transitory computer-readable medium
of any of clauses 11-12, further comprising the steps of
determining a first set of locations corresponding to the one
or more non-rigid portions of the facial area, generating the
first set of values based on the first set of locations, deter-
mining a second set of locations corresponding to the one or
more rigid portions of the facial area based on at least one
facial feature associated with the performer, and generating
the second set of values based on the second set of locations.
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[0076] 14. The non-transitory computer-readable medium
of any of clauses 11-13, wherein a first machine learning
model is trained to generate values that correspond to the
one or more non-rigid portions of the facial area based on a
plurality of velocities associated with a plurality of locations
within the one or more non-rigid portions of the facial area
over a time interval.

[0077] 15. The non-transitory computer-readable medium
of any of clauses 11-14, further comprising the step of
compositing a first machine learning model associated with
the first facial expression with a second machine learning
model associated with a second facial expressions to gen-
erate a prediction model that quantifies different secondary
dynamics for different facial expressions.

[0078] 16. The non-transitory computer-readable medium
of'any of clauses 11-15, wherein the step of compositing the
first machine learning model with the second machine
learning model comprises generating a set of blendshapes
corresponding to the second geometric model, generating a
set of blendshape weights corresponding to the set of
blendshapes, and computing a weighted sum of a first output
of the first machine learning model and a second output of
the second machine learning model based on the set of
blendshape weights.

[0079] 17. The non-transitory computer-readable medium
of any of clauses 11-16, wherein a first machine learning
model is trained to generate the first set of values based on
performance data that is captured when the performer is
subjected to a range of loading conditions.

[0080] 18. The non-transitory computer-readable medium
of any of clauses 11-17, wherein the range of loading
conditions includes a loading condition corresponding to
zero loading.

[0081] 19. The non-transitory computer-readable medium
of any of clauses 11-18, wherein the first set of values
corresponds to one or more facial regions of the performer
where secondary dynamics occur, and the second set of
values corresponds to one or more facial regions of the
performer where secondary dynamics do not occur.

[0082] 20. Some embodiments include a system, compris-
ing a memory storing a software application, and a processor
that, when executing the software application, is configured
to perform the steps of generating a first geometric model of
a first facial expression made by a performer during a
performance, wherein the first geometric model includes a
first level of secondary dynamics, generating a first set of
values that correspond to one or more non-rigid portions of
a facial area associated with the performer based on a second
set of values that correspond to one or more rigid portions
of the facial area, correcting the first geometric model based
on the first set of values to generate a second geometric
model that includes a second level of secondary dynamics,
and generating a computer animation that is based on the
second geometric model and depicts the first facial expres-
sion having the second level of secondary dynamics.
[0083] Any and all combinations of any of the claim
elements recited in any of the claims and/or any elements
described in this application, in any fashion, fall within the
contemplated scope of the present embodiments and pro-
tection.

[0084] The descriptions of the various embodiments have
been presented for purposes of illustration, but are not
intended to be exhaustive or limited to the embodiments
disclosed. Many modifications and variations will be appar-
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ent to those of ordinary skill in the art without departing
from the scope and spirit of the described embodiments.
[0085] Aspects of the present embodiments may be
embodied as a system, method or computer program prod-
uct. Accordingly, aspects of the present disclosure may take
the form of an entirely hardware embodiment, an entirely
software embodiment (including firmware, resident soft-
ware, micro-code, etc.) or an embodiment combining soft-
ware and hardware aspects that may all generally be referred
to herein as a “module,” a “system,” or a “computer.”
Furthermore, aspects of the present disclosure may take the
form of a computer program product embodied in one or
more computer readable medium(s) having computer read-
able program code embodied thereon.

[0086] Any combination of one or more computer read-
able medium(s) may be utilized. The computer readable
medium may be a computer readable signal medium or a
computer readable storage medium. A computer readable
storage medium may be, for example, but not limited to, an
electronic, magnetic, optical, electromagnetic, infrared, or
semiconductor system, apparatus, or device, or any suitable
combination of the foregoing. More specific examples (a
non-exhaustive list) of the computer readable storage
medium would include the following: an electrical connec-
tion having one or more wires, a portable computer diskette,
a hard disk, a random access memory (RAM), a read-only
memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), an optical fiber, a
portable compact disc read-only memory (CD-ROM), an
optical storage device, a magnetic storage device, or any
suitable combination of the foregoing. In the context of this
document, a computer readable storage medium may be any
tangible medium that can contain, or store a program for use
by or in connection with an instruction execution system,
apparatus, or device.

[0087] Aspects of the present disclosure are described
above with reference to flowchart illustrations and/or block
diagrams of methods, apparatus (systems) and computer
program products according to embodiments of the disclo-
sure. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks in the flowchart illustrations and/or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine. The instructions, when executed via
the processor of the computer or other programmable data
processing apparatus, enable the implementation of the
functions/acts specified in the flowchart and/or block dia-
gram block or blocks. Such processors may be, without
limitation, general purpose processors, special-purpose pro-
cessors, application-specific processors, or field-program-
mable gate arrays.

[0088] The flowchart and block diagrams in the figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods and computer
program products according to various embodiments of the
present disclosure. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical function
(s). It should also be noted that, in some alternative imple-
mentations, the functions noted in the block may occur out
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of the order noted in the figures. For example, two blocks
shown in succession may, in fact, be executed substantially
concurrently, or the blocks may sometimes be executed in
the reverse order, depending upon the {functionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustration, and combinations of
blocks in the block diagrams and/or flowchart illustration,
can be implemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

[0089] While the preceding is directed to embodiments of
the present disclosure, other and further embodiments of the
disclosure may be devised without departing from the basic
scope thereof, and the scope thereof is determined by the
claims that follow.

What is claimed is:

1. A computer-implemented method for generating com-
puter animations of facial expressions, the method compris-
ing:

generating a first geometric model of a first facial expres-

sion made by a performer during a performance,
wherein the first geometric model includes a first level
of secondary dynamics;
generating a first set of values that correspond to one or
more non-rigid portions of a facial area associated with
the performer based on a second set of values that
correspond to one or more rigid portions of the facial
area;
correcting the first geometric model based on the first set
of values to generate a second geometric model that
includes a second level of secondary dynamics; and

generating a computer animation that is based on the
second geometric model and depicts the first facial
expression having the second level of secondary
dynamics.

2. The computer-implemented method of claim 1, further
comprising generating motion capture data when the per-
former enacts the first facial expression in a motion capture
environment, wherein the first geometric model is generated
based on the motion capture data.

3. The computer-implemented method of claim 1, further
comprising:

determining a set of locations corresponding to one or

more regions of a skull of the performer; and
generating the second set of values based on the set of
locations.

4. The computer-implemented method of claim 1, further
comprising:

determining a set of locations corresponding to one or

more regions of facial tissue of the performer; and
generating the first set of values based on the set of
locations.

5. The computer-implemented method of claim 1,
wherein a first machine learning model is trained to generate
values that correspond to the one or more non-rigid portions
of'the facial area based on a plurality of velocities associated
with the one or more non-rigid portions of the facial area
over a time interval.

6. The computer-implemented method of claim 1,
wherein correcting the first geometric model comprises
modifying the position of at least one vertex included in the
first geometric model based on a corresponding value
included in the first set of values.
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7. The computer-implemented method of claim 1, further
comprising compositing a first machine learning model
associated with the first facial expression with a second
machine learning model associated with a second facial
expression to generate a prediction model that quantifies
different secondary dynamics for different facial expres-
sions.

8. The computer-implemented method of claim 7,
wherein compositing the first machine learning model with
the second machine learning model comprises computing a
weighted sum of a first output generated by the first machine
learning model and a second output generated by the second
machine learning model based on a first set of weights.

9. The computer-implemented method of claim 7,
wherein compositing the first machine learning model with
the second machine learning model comprises:

generating a set of blendshapes corresponding to the

second geometric model;

generating a set of blendshape weights corresponding to

the set of blendshapes; and

computing a weighted sum of a first output of the first

machine learning model and a second output of the
second machine learning model based on the set of
blendshape weights.

10. The computer-implemented method of claim 1,
wherein the first geometric model comprises a triangulated
mesh of three-dimensional vertices or a three-dimensional
point cloud.

11. A non-transitory computer-readable medium storing
program instructions that, when executed by a processor,
cause the processor to generate computer animations of
facial expressions by performing the steps of:

generating a first geometric model of a first facial expres-

sion made by a performer during a performance,
wherein the first geometric model includes a first level
of secondary dynamics;
generating a first set of values that correspond to one or
more non-rigid portions of a facial area associated with
the performer based on a second set of values that
correspond to one or more rigid portions of the facial
area;
correcting the first geometric model based on the first set
of values to generate a second geometric model that
includes a second level of secondary dynamics; and

generating a computer animation that is based on the
second geometric model and depicts the first facial
expression having the second level of secondary
dynamics.

12. The non-transitory computer-readable medium of
claim 11, further comprising the steps of capturing motion
capture data when the performer enacts the first facial
expression in a motion capture environment, wherein the
first geometric model is generated based on the motion
capture data.

13. The non-transitory computer-readable medium of
claim 11, further comprising the steps of:

determining a first set of locations corresponding to the

one or more non-rigid portions of the facial area;
generating the first set of values based on the first set of
locations;

determining a second set of locations corresponding to the

one or more rigid portions of the facial area based on
at least one facial feature associated with the performer;
and
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generating the second set of values based on the second

set of locations.

14. The non-transitory computer-readable medium of
claim 11, wherein a first machine learning model is trained
to generate values that correspond to the one or more
non-rigid portions of the facial area based on a plurality of
velocities associated with a plurality of locations within the
one or more non-rigid portions of the facial area over a time
interval.

15. The non-transitory computer-readable medium of
claim 11, further comprising the step of compositing a first
machine learning model associated with the first facial
expression with a second machine learning model associated
with a second facial expressions to generate a prediction
model that quantifies different secondary dynamics for dif-
ferent facial expressions.

16. The non-transitory computer-readable medium of
claim 15, wherein the step of compositing the first machine
learning model with the second machine learning model
comprises:

generating a set of blendshapes corresponding to the

second geometric model;

generating a set of blendshape weights corresponding to

the set of blendshapes; and

computing a weighted sum of a first output of the first

machine learning model and a second output of the
second machine learning model based on the set of
blendshape weights.

17. The non-transitory computer-readable medium of
claim 11, wherein a first machine learning model is trained
to generate the first set of values based on performance data
that is captured when the performer is subjected to a range
of loading conditions.
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18. The non-transitory computer-readable medium of
claim 17, wherein the range of loading conditions includes
a loading condition corresponding to zero loading.

19. The non-transitory computer-readable medium of
claim 11, wherein the first set of values corresponds to one
or more facial regions of the performer where secondary
dynamics occur, and the second set of values corresponds to
one or more facial regions of the performer where secondary
dynamics do not occur.

20. A system, comprising:

a memory storing a software application; and

a processor that, when executing the software application,

is configured to perform the steps of:

generating a first geometric model of a first facial
expression made by a performer during a perfor-
mance, wherein the first geometric model includes a
first level of secondary dynamics,

generating a first set of values that correspond to one or
more non-rigid portions of a facial area associated
with the performer based on a second set of values
that correspond to one or more rigid portions of the
facial area,

correcting the first geometric model based on the first
set of values to generate a second geometric model
that includes a second level of secondary dynamics,
and

generating a computer animation that is based on the
second geometric model and depicts the first facial
expression having the second level of secondary
dynamics.



